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Abstract: The research of CAPTCHA recognition is helpful to discover the security vulnerabilities in time and improve its safety.
In comparison with digits and English letters, Chinese characters have many more categories which lead to the requirement of
a large amount of training data. Therefore, this paper proposes a novel method for one-shot and few-shot Chinese CAPTCHA
recognition, using the deep Siamese network, based on the idea of template matching. In this method, the residual convolutional
neural network branches are used for feature extraction of CAPTCHAs, a fully-connected layer is used for calculating the similar-
ity of features, and a hard negative mining algorithm is designed to promote convergence. Experiments are done on a self-built
small-scale Chinese CAPTCHA dataset. The results show that this proposed method can achieve higher accuracy on the known
characters than traditional methods. For the brand-new characters, only one template is required to recognize them and the accu-
racy is close to known characters. To summarise, it is able to build a Chinese CAPTCHA recognition model with high accuracy
and extensibility by using a small-scale dataset.

1 Introduction

With the rapid development of information technology, network
security is attracting more and more attention. As an essential
technology to identify machine and human, CAPTCHA has been
widely used in various fields. On the Internet, the most common
CAPTCHAs are English and digital CATPCHAs (Figure 1(a)), but
presently, because of the high recognition accuracy of this kind
of CAPTCHA [1–3], using Chinese CAPTCHA (Figure 1(b)) as a
substitute is increasingly popular in China. Compared with English
and digital CAPTCHAs, Chinese CAPTCHAs are more challeng-
ing to recognize because of their various categories and complicated
structures.

In past research, Chinese CAPTCHA recognition was considered
as a classification task with a fixed number of categories, which
relies on a large amount of labeled data [4–6]. Nowadays, the Chi-
nese CAPTCHA recognition methods based on the above pattern
have achieved high recognition accuracy, but they still have the
following defects: 1) Previous studies usually require hundreds of
thousands of labeled data for training (i.e., each category requires
hundreds of labeled images), and it is difficult to maintain high
accuracy with few samples; 2) These models need to determine
the number of categories before training, and cannot recognize the
Chinese characters that are not included in the training set.

Therefore, we propose a method of Chinese CAPTCHA recogni-
tion based on Siamese network. In this method, CAPTCHAs are not
classified directly but are matched with the templates to find out its
category. In comparison with traditional methods, this method dra-
matically reduces the data needed for training, in other words, it only

(a) English and digital CAPTCHA (b) Chinese CAPTCHA

Fig. 1: Common CAPTCHAs on the Internet

requires few or even one labeled image for each category of Chinese
characters.

For the convenience of description, this method is called Siamese-
CCR in this paper. The experimental results show that this novel
method can effectively promote the network to extract discrimi-
native features from a small-scale dataset so as to achieve a bet-
ter performance than traditional methods. At present, our code
and dataset are available on Github: https://github.com/
czczup/SiameseCCR.

2 Related Work

Due to the growing popularity of Chinese CAPTCHAs, the recog-
nition technology is studied in depth by scholars, aiming to find
the defects in Chinese CAPTCHAs, provide suggestions for its
generation procedures, and promote the development of pattern
recognition.

In 2016, Liu et al. [6] used a LeNet-5-like convolutional neu-
ral network to identify the Chinese idiom CAPTCHAs, achieved
99.95% single character accuracy, by simulating the characteristics
of existing data and generating new data to expand the training set. In
2018, Jia et al. [4] trained an 11-layer convolutional neural network
with self-built 600,000 Chinese character CAPTCHAs, achieved a
recognition rate of 99.4%. In 2018, Lin et al. [5] used 200,000 Chi-
nese character CAPTCHAs generated by the CAPTCHA generator
Kaptcha as the training data and achieved accuracy of 97.72%.

In the above methods, they built multi-category classifiers using
CNN, trained them with a large amount of labeled data, and
obtained excellent performance. However, in the real-world scene,
it is extremely arduous to collect hundreds of thousands of labeled
Chinese CAPTCHAs. Furthermore, these models based on the above
methods do not have flexibility and expandability, so it is difficult to
cope with the update of CAPTCHA generators.

For the above reasons, this paper does not use the traditional
pattern but instead builds a Siamese network [7] for Chinese
CAPTCHA recognition. Siamese network is a kind of neural net-
work architecture for similarity metric, and its Siamese architecture
consists of two subnetworks, which require different inputs but share
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Fig. 2: Illustration of the network architecture. This model is divided into two modules: Feature Extraction Network F (·) and Similarity
Network S(·, ·). The Feature Extraction Network transforms the input images into n-d feature vectors (n is a hyper-parameter). The Similarity
Network requires two feature vectors as input and calculates their similarity. At training time, both branches of siamese architecture are
available. At test time, only one branch is used while the other branch is replaced by pre-extracted feature vectors, which can reduce the
repeated calculation and speed up the recognition of Chinese CAPTCHAs.

the same weights. The goal of a Siamese network is to learn a fea-
ture extraction function, increase intra-class similarity and reduce
inter-class similarity, so as to realize classification, matching, and
clustering.

In 1994, Bromley et al. [7] first proposed an algorithm based on
Siamese network for signature verification. In [8], Nair and Hin-
ton applied a Siamese architecture to face verification. Afterward,
in 2015, [9] presented a two-channel network for computing simi-
larity of image pairs, which is improved from Siamese network. In
2015, Koch et al. [10] proposed a method for one-shot recognition
using a Siamese network, and achieved remarkable performance on
the Omniglot dataset.

Due to the excellent performance of Siamese networks in small
datasets, we build a similarity metric model based on the Siamese
architecture and achieve the superior performance of Chinese
CAPTCHA recognition in the scene of one-shot and few-shot.

3 The Dataset

To evaluate our method in one-shot and few-shot Chinese
CAPTCHA recognition tasks, we designed a Chinese CAPTCHA
dataset based on the GB2312 standard, including level-1 and level-2
common used Chinese characters, which contains 3,755 and 3,008
characters. We named this dataset CAPTCHA Images of Chinese
Characters (CICC).

We refer to the setting of the dataset in [11] and divide our dataset
into three parts: training set Dtrain, testing set Dtest, and support
set Dsupport. The training set contains 15,020 Chinese character
images, corresponding to the 3,755 characters in the GB2312 level-1
set. The testing set includes 20,000 images, of which 10,000 sam-
ples (DA

test) correspond to level-1 set and the other 10,000 samples
(DB

test) correspond to level-2 set. The support set shares the same
label space with the testing set, where samples are used for template
matching. Similarly, the support set is split into two parts: DA

support

15,020 samples | GB2312 level-1 set | 3,755 categories

10,000 samples | GB2312 level-1 set | 3,755 categories

10,000 samples | GB2312 level-2 set | 3,008 categories

3,755 samples | GB2312 level-1 set | 3,755 categories

3,008 samples | GB2312 level-2 set | 3,008 categories

Training set

Testing set A

Testing set B

Support set A

Support set B

Fig. 3: Setting of CICC dataset.

Fig. 4: Examples of Chinese CAPTCHA images in this dataset.

is for few-shot recognition andDB
support is for one-shot recognition.

The specific settings are shown in Figure 3.
In this dataset, there are only four images for each category in the

Dtrain, which is a problem of few-shot learning. TheDB
test contains

Chinese characters that not appear in the Dtrain but appear in the
DB

support, which is a one-shot learning problem. All samples in this
dataset are 48× 48 RGB images, created by Microsoft YaHei font
(Figure 4). In order to increase the difficulty of recognition, we added
random points and lines to the image. Also, the color, position, and
rotation angle of these samples are randomly generated. We hope
to promote the development of one-shot recognition and few-shot
recognition technology of Chinese CAPTCHAs by this dataset.

4 Method

4.1 Deep Residual Siamese Network

Inspired by the residual structure of ResNet [12], this paper designs
the CNN subnetworks based on the deep residual network. Figure
5 depicts the main structure of our subnetworks. In this figure,
each stage is composed of k bottleneck units [13], where k is a
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Fig. 5: Structure of Feature Extraction Network.
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hyper-parameter we designed to control the depth of the network.
When k = 1, k = 2, and k = 3, the model is named SiameseCCR-
15, SiameseCCR-27, and SiameseCCR-39, respectively. After each
convolutional layer, ReLU is used as the activation function, and
the BN layer is used for batch normalization. At the end of this
subnetwork, a n-dimensional feature vector is obtained by using a
fully-connected layer. Because this subnetwork can extract features
and reduce dimensions of images, it is called Feature Extraction
Network in Figure 2.

4.2 Learning and Prediction

Different from the traditional methods, our method regards Chinese
CAPTCHA recognition as a binary classification task, which is to
take a pair of images as input and judge whether they are the same
Chinese characters. In the definition of Figure 2, x1 and x2 represent
a pair of inputs. If the extracted feature is expressed as v = F (x),
then the feature representation of the two inputs are v1 = F (x1)
and v2 = F (x2). Instead of using a distance function, we use a
fully-connected layer (i.e., Similarity Network S(·, ·)) to compute
the similarity:

S(v1, v2) = σ(|v1 − v2|w + b) (1)

where w, b are weights and biases of the fully-connected layer, and
σ is the sigmoid activation function.

Next, we assume that p represents the prediction result of this
Siamese network:

p(x1, x2) = S(F (x1), F (x2)) (2)

Labels of data in this network have to meet the condition y ∈ {0, 1},
where zero indicates that the two images contain different characters,
defined as a negative pair; Otherwise, it’s a positive pair. Therefore,
we use binary cross-entropy as the loss function:

L(x1, x2, y) = ylogp(x1, x2) + (1− y)log(1− p(x1, x2)) (3)

Table 1 Structure of SiameseCCR

Layer Output Size Structure

input 44× 44× 1 44× 44 gray

conv1 44× 44× 64 7× 7, 64

stage2 22× 22× 128

3× 3 max pool, stride 2 1× 1, 32
3× 3, 32
1× 1, 128

× k

stage3 11× 11× 256

 1× 1, 64
3× 3, 64
1× 1, 256

× k

stage4 6× 6× 512

1× 1, 128
3× 3, 128
1× 1, 512

× k

stage5 3× 3× 1024

 1× 1, 256
3× 3, 256
1× 1, 1024

× k
pool 1× 1× 1024 global average pool

fc n n-d fc

output 1 abs, 1-d fc, sigmoid

At test time, first of all, suppose we need to classify a CAPTCHA
image into one of C categories and use C∗ to represent the recogni-
tion result. Then, combine the CAPTCHA image x with all images
in template image libraryX , and query the network using {x, xi} as
input pair. Finally, the Chinese character template with the highest
similarity is selected as the classification result:

C∗ = argmax
i

p(x, xi), xi ∈ X (4)

To speed up the prediction and avoid repeated calculation, we
extract the template images in support set as feature vectors in
advance, then combine the input vector v with all vectors in the tem-
plate vector library V in pairs. The optimized Chinese CAPTCHA
recognition results can be expressed as:

C∗ = argmax
i

S(v, vi), vi ∈ V (5)

4.3 Training Algorithm

In the training of Siamese networks, the selection of sample pairs
is crucial, which determines whether the network can converge to a
high recognition accuracy [14, 15]. If the positive and negative pairs
are randomly sampled from Dtrain, then C1

3755C
1
4C

1
4 = 60, 080

positive pairs (allowing repeated sampling) and C2
3755C

1
4C

1
4 =

225, 540, 320 negative pairs can be generated. By comparison, neg-
ative pairs are far more than positive pairs. To alleviate the problem
of class imbalance, we propose the following training algorithm for
the Chinese CAPTCHA recognition task, which is based on the idea
of hard negative mining [14, 16].

In this algorithm, first of all, we randomly construct a set of
positive and negative pairs with the same amount ρ, then train
the SiameseCCR model for ω epochs until the matching accuracy
tends to 100%. After that, test the model on the training set and
mark 10 mismatched characters but with the highest similarity for
each character, which is called "top-10 errors". Then, the negative
pairs are reconstructed according to the top-10 errors, that means
each character can only be combined with the characters in the
top-10 errors, which reduces the construction space of the nega-
tive pairs. Using this strategy, the number of positive pairs is still
C1
3755C

1
4C

1
4 = 60, 080, but the number of negative pairs becomes

C1
3755C

1
10C

1
4C

1
4 = 600, 800. In summary, this method mines the

hard negative examples with the largest loss values from the massive
negative pairs, which effectively improves the performance of our
model.

Algorithm 1 Training Algorithm

Input: Training set Dtrain, number of sample pairs for each
iteration ρ, number of epochs for each iteration ω,.

Output: a SiameseCCR model.
1: M← randomly initialize a SiameseCCR model
2: Dpos

train← randomly select ρ positive pairs from Dtrain

3: Dneg
train← randomly select ρ negative pairs from Dtrain

4: while not converge do
5: for epoch = 1 to ω do
6: M← train the model using Dpos

train and Dneg
train

7: end for
8: D

′

train← test onDtrain and mark 10 mismatched characters
but with the highest similarity for each character.

9: Dpos
train← randomly select ρ positive pairs from Dtrain

10: Dneg
train← randomly select ρ negative pairs from D

′

train
11: end while
12: return the converged modelM
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Fig. 6: Experiment results of few-shot recognition using traditional methods. It can be seen from the Figures 6(a), 6(b), and 6(c) that there is a
large gap between the accuracy of the training set and the testing set, which indicates the severe overfitting of the traditional methods. Although
the above three models were trained with 3,000 epochs, their performance was still unsatisfactory.
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(a) SiameseCCR-15 (n=256)
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(b) SiameseCCR-27 (n=256)
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Fig. 7: Experiment results of few-shot recognition using SiameseCCR. Figure 7(a), 7(b), and 7(c) show that our method not only achieved high
accuracy but also alleviated the overfitting problem. In these figures, a dataset reconstruction is to train 10 epochs on 300,000 positive pairs and
300,000 negative pairs, which takes about 4-7 hours. The specific training time is shown in Table 2.

5 Experiments and Result Analysis

5.1 Implementation Details

In our method, k is a hyper-parameter we designed to control the
depth of the network. When k = 1, k = 2, and k = 3, the model
is named SiameseCCR-15, SiameseCCR-27, and SiameseCCR-39.
Another important hyper-parameter n, the size of feature vector, is
set to n = 256. Figure 8 shows the highest accuracy under different
vector sizes, based on SiameseCCR-27, from which it can be seen
that n = 256 is a suitable choice.

At training time, the value of parameter ρ we used is 300,000,
which is half of the total number of negative pairs at resampling,
taking both speed and performance into account. Moreover, the
parameter ω is set to 10, which ensures that the model can converge
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Fig. 8: Accuracy of different vector sizes.

after every dataset reconstruction. For comparison, we implement
the algorithms of Jia et al. [4], Lin et al. [5], and Liu et al. [6]. All
the models are trained on an Nvidia Tesla K80 GPU.

Besides, to take full advantage of the training set, we randomly
crop a square region (44× 44) from the images (48× 48) for data
augmentation. Next, all the RGB images are converted to grayscale
images, to mitigate the impact of color and reduce the amount of
calculation.

5.2 Experiment of Few-shot Recognition

In the experiment of few-shot recognition, we use the Dtrain with
15,020 Chinese character CAPTCHAs to train, and use the DA

test
with 10,000 Chinese character CAPTCHAs to test. We compared
our method with three related works. The models proposed by Liu
et al. [6] and Lin et al. [5] are LeNet-5-like networks, consisting
of three convolutional layers and two fully-connected layers. The
model proposed by Jia et al. [4] is an 11-layer CNN, which con-
sists of 10 convolutional layers and one fully-connected layer. In
our experiment, we reproduce the above models according to the
structures described in their papers and carry out experiments on the
CICC dataset. The results are shown in Table 2.

The following observations can be obtained from the first three
experiments in Table 2: 1) These three traditional methods can
achieve excellent accuracy with a large-scale dataset, but in the case
of few-shot learning, the deficiency of training data results in the
unsatisfactory accuracy; 2) Overfitting is a serious problem in these
networks. In the best case [6], there is still a gap of more than 13%
between the accuracy of the testing set and the training set.

Compared with traditional methods, our method has many advan-
tages. On the one hand, our method alleviates the overfitting prob-
lem, achieving state-of-the-art performance in top1, top5 and top10
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Table 2 Performance of few-shot learning

Models Ref. Acc. (Dtrain) Acc. (DA
test) Memory Train Time Test Speed

Top1 Top1 Top5 Top10 (DA
test)

Jia et al. [4] 100.00% 59.12% 78.08% 83.18% 120.90MB 8.28h 6.39ms
Lin et al. [5] 100.00% 78.15% 90.18% 92.64% 28.91MB 2.68h 4.75ms
Liu et al. [6] 100.00% 86.19% 94.82% 96.31% 35.11MB 3.56h 4.74ms

SiameseCCR-15 (n=256) ours 98.02% 97.39% 99.94% 99.96% 11.74MB 13.54h 14.01ms99.23% 98.82% 99.94% 99.96% 58.72h

SiameseCCR-27 (n=256) ours 97.51% 96.76% 99.89% 99.96% 14.44MB 17.65h 16.39ms99.50% 99.17% 99.99% 100.00% 76.48h

SiameseCCR-39 (n=256) ours 97.57% 96.84% 99.89% 99.96% 23.14MB 22.47h 19.26ms99.40% 98.93% 99.97% 100.00% 97.28h

Table 3 Performance of one-shot learning

Models Acc. (DB
test) Acc. (DA+B

test ) Train Time Test Speed Test Speed
Top1 Top5 Top10 Top1 Top5 Top10 (DB

test) (DA+B
test )

SiameseCCR-15 (n=256) 95.23% 99.72% 99.91% 94.08% 99.66% 99.88% 13.54h 12.51ms 20.62ms98.10% 99.93% 99.98% 97.31% 99.92% 99.95% 58.72h

SiameseCCR-27 (n=256) 94.41% 99.48% 99.78% 92.63% 99.34% 99.74% 17.65h 14.93ms 23.32ms98.59% 99.96% 100.00% 97.95% 99.94% 99.99% 76.48h

SiameseCCR-39 (n=256) 93.40% 99.42% 99.81% 92.71% 99.39% 99.75% 22.47h 17.68ms 26.30ms97.99% 99.87% 99.97% 97.65% 99.87% 99.95% 97.28h

accuracy of DA
test. On the other hand, our method uses less space

compared to the existing methods.
When people build a Chinese CAPTCHA recognition model, if

they use our method, they only need to collect few labeled sam-
ples for each class, which can realize the accuracy that traditional
methods achieved using massive data, and exceedingly reduce the
workload of manual labeling. Since our method is more complex
than the existing ones, it requires longer training and testing time.
If you don’t want to spend too much time training the model,
SiameseCCR-15 is recommended, which only takes 13.54 hours to
achieve high accuracy of 97.39%. Or if you want to obtain the high-
est accuracy, SiameseCCR-27 is recommended, which takes 76.48
hours to achieve accuracy of 99.17%.

5.3 Experiment of One-shot Recognition

At present, one-shot recognition is widely used in face recognition
models [15], which hope to learn the features of a person using
only one face image, and don’t need to be retrained due to per-
sonnel changes. For the Chinese CAPTCHA recognition model, we
hope it has similar characteristics with face recognition models, to
make it more flexible and expandable. Since the traditional Chinese
CAPTCHA recognition methods cannot achieve this goal, we pro-
pose the SiameseCCR, which has the following two advantages: 1)
This method can recognize brand-new Chinese characters without
retraining; 2) This method can achieve high accuracy even if there is
only one labeled sample per class.

After the experiments of few-shot recognition, we use the three
models trained by Dtrain to perform one-shot recognition experi-
ments. Specifically, instead of retraining these models, only match-
ing templates used in the test are changed. To evaluate the robustness
and expansibility of this method, we design the following two exper-
iments: 1) Using DB

support as matching templates, using DB
test as

testing set; 2) Using DA+B
support as matching templates, using DA+B

test
as testing set. Due to the different number of matching templates, the
test speed of the above two cases is different.

As can be seen from Table 3, this method can achieve more than
98% accuracy even on the brand-new GB2312-80 level-2 set. It
shows that our method can learn the generality of Chinese characters,
and apply the learned knowledge to recognize new CAPTCHAs.
Besides, even if the matching categories of the character templates

are expanded to all the characters in GB2312-80, the performance is
still excellent.

In practical applications, the change of character set of Chinese
CAPTCHA will invalidate traditional methods unless retrained these
models with new data. However, our method uses the Siamese net-
work, which can better cope with the change of the character set. It
only needs to collect one template for each new character and does
not need to retrain the model, which has substantial flexibility and
expandability.

6 Conclusion

We propose a novel deep Siamese network-based model for few-shot
and one-shot Chinese CAPTCHA recognition tasks. The model dif-
fers from existing models in that it learns the similarity of image
pairs, which alleviated the overfitting problem caused by data defi-
ciency. Besides, the model also can recognize new patterns; that is,
this model only needs one labeled sample for each brand-new cat-
egory of Chinese characters to identify successfully. Experiments
show that it is able to build a Chinese CAPTCHA recognition system
with high accuracy and extensibility without a large-scale dataset.
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